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What if the data is not separable? Can map into a high-dimensional space.
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Proof. Assume $\tilde{x}$ satisfies the constraints and $\lambda \geq 0$. Then
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$$

The result follows by optimizing over $\tilde{x}$.
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$$
\begin{aligned}
& \max _{\lambda \in \mathbb{R}^{m}, \nu \in \mathbb{R}^{p}} g(\lambda, \nu) \\
& \text { subject to } \lambda \geq 0 .
\end{aligned}
$$

Denote by $d^{\star}$ the optimal value of the dual problem. Clearly

$$
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Strong duality: $d^{\star}=p^{\star}$.

- Does not hold in general.
- Usually holds for convex problems.
- (See e.g. Slater's constraint qualification).

The kernel trick
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- One can show that $\mathcal{H}$ is a RKHS over $\mathcal{X}$ iff the evaluation functionals $\Lambda_{x}: \mathcal{H} \rightarrow \mathbb{C}$

$$
f \mapsto \Lambda_{x}(f)=f(x)
$$

are continuous on $\mathcal{H}$ (use Riesz's representation theorem).
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Now, define $h: \mathcal{X} \rightarrow \mathcal{H}_{k}$ by

$$
h(x):=k(\cdot, x)
$$

Then

$$
\left\langle h(x), h\left(x^{\prime}\right)\right\rangle_{\mathcal{H}_{k}}=\left\langle k(\cdot, x), k\left(\cdot, x^{\prime}\right)\right\rangle_{\mathcal{H}_{k}}=k\left(x, x^{\prime}\right)
$$

## Back to SVM

We can replace $h$ by any positive definite kernel in the SVM problem:
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Three popular choice in the SVM literature:

$$
\begin{aligned}
K\left(x, x^{\prime}\right) & =e^{-\gamma\left\|x-x^{\prime}\right\|_{2}^{2}} \quad(\text { Gaussian kernel }) \\
K\left(x, x^{\prime}\right) & =\left(1+\left\langle x, x^{\prime}\right\rangle\right)^{d} \quad(d \text {-th degree polynomial) } \\
K\left(x, x^{\prime}\right) & =\tanh \left(\kappa_{1}\left\langle x, x^{\prime}\right\rangle+\kappa_{2}\right) \quad \text { (Neural networks). }
\end{aligned}
$$

## Example: decision function

SVM - Degree-4 Polynomial in Feature Space


ESL, Figure 12.3 (solid black line $=$ decision boundary, dotted line $=$ margin ).

