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X =X(f)
f = frequency.

P(aa|X)
8 B ) Z X5

15 examples each of the phonemes “aa” and “a0”
sampled from a total of 695 “aa”s and 1022 “ao”s.

Cubic splines b With 2 knots &1, &

M) =1 h(X)= X% hs(X)= (X - &),

ha(X) =X,  ha(X)=X he(X) = (X - &)L
More generally, with M knots, add (X — &), ..., (X — &)
Natural cubic splines basis: With M knots

Ni(X) =1, No(X) =X, Nipa(X) = de(X) — dar-a(a),

where
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Logistic regression coefficients, and smoothed version with natural cubic splines.
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where H is a p x M matrix of spline functions.
Now, note that .
XTg = XTHY.
Letting a* we can therefore fit the logistic regression on
the smoothed inputs.
ass



@ Write a function to construct natural cubic splines (can use a
class if you want)

@ Test your function:

o Construct the matrix H € RP*M where Hy; = h;(f;) as in the
previous slide.

o Load the phoneme data. X € R"*?, y € {0, 1}".

@ Use a logistic regression on the transformed data XH to
predict the phonemes. Compute your prediction error.



